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○ Kubernetes
■ Deploying an Application
■ Default Resources
■ Limitations

○ Kubernetes Operators
■ Components

● CRD, CR, OLM, Controllers
■ Operator framework, Operator Hub, Capability Models

Agenda
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Contenedores

OPERATING SYSTEM

PROCESO
Contenedor
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● Orquestación

● Seguridad

● Monitoreo y registro

● Escalabilidad

● Almacenamiento y Persistencia de Datos

Desafíos con contenedores a escala

6
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Ventajas de Kubernetes

● Automatización de despliegues

● Escalado en función a demanda

● Portabilidad de aplicaciones

● Auto-curación

● Buena opción para microservicios

● Comunidad activa

● Amplia adopción
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● Pods
○ Contenedores

■ Red  y almacenamiento

● Deployments
○ Implementación de aplicaciones
○ Estado deseado
○ Replicas

● Services
○ Acceso a Pods

Terminología Kubernetes
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Ejemplo: Application de Voto 

voting-app result-app

KodeKloud: youtube.com/watch?v=XuSQU5Grv1g
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Contenedores
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YAML

3



© 2022 |  Percona
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Escalado de aplicaciones sin 
estado: fácil

17
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kubectl scale staticweb --replicas=4

18
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¿Qué pasa con las aplicaciones que 
almacenan datos?
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“Desplegar” una base de datos: fácil

POD

DB
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Ejecutar una base de datos a lo 
largo del tiempo es lo más difícil
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Operador Humanos 

Conocimiento
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Operadores de Kubernetes:

Extender la API de Kubernetes
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Cómo se Extiende la API:

● Definiciones de recursos personalizados 

(Custom Resource Definitions - CRD)

● Controladores personalizados para aplicaciones 

específicas (custom controllers)
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Custom Resource Definitions (CRD)

CRD example

https://kubernetes.io/docs/tasks/extend-kubernetes/custom-resources/custom-resource-definitions/
https://kubernetes.io/docs/tasks/extend-kubernetes/custom-resources/custom-resource-definitions/
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Custom Object

my-crontab.yaml
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Controladores personalizados  (Custom Controller)

Observa cambios en recursos definidos en el CRD en el clúster de 
Kubernetes, detecta cambios y reacciona para nivelarlo.

RECONCILE

DESIRED
STATE

CURRENT
STATE

==

Custom 
Resource

Other K8s 
objects

Optionally Modify 
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Kubernetes sin Operadores
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Kubernetes con Operadores
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¿Cómo creo los operadores?

33

Operator Framework

https://operatorframework.io/
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Modelo de capacidad
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Los operadores de Percona simplifican la configuración y el 
mantenimiento de clústeres MySQL, PostgreSQL y MongoDB 
robustos y de nivel empresarial en Kubernetes

Try Percona Operators:
➔ Percona Operator for MySQL
➔ Percona Operator for MongoDB
➔ Percona Operator for PostgreSQL

Open Source

https://github.com/percona/percona-server-mongodb-operator
https://github.com/percona/percona-server-mongodb-operator
https://github.com/percona/percona-postgresql-operator
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Percona Everest open source, cloud-native database platform

➔ docs.percona.com/everest

Open Source
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percona.com

Twitter: @Percona, @PerconaBytes

LinkedIn: Percona

Feedback:
➔ percona.community
➔ forums.percona.com
➔ github.com/percona

vacantes

https://www.percona.com/


Questions?

Edith Puclla

@edithpuclla

edithturn


