Operadores de
Kubernetes: el poder de
la automatizacion

Edith Puclla
@Percona



Edith Puclla (Edi)

] Edith Puclla

Technology Evangelist at Percona
Visa de Talento Global UK
Embajadora de CNCF

o KCD, Lima Peru

Docker Captain

o Meetups en Ayacucho
Colaborador de codigo abierto:

o Apache Airflow, Kubernetes

Website

-~ @ X @edithpuclla

PERCONA



Agenda

o Kubernetes
m Deploying an Application
m Default Resources
m Limitations
o Kubernetes Operators
m  Components
e CRD, CR, OLM, Controllers
m Operator framework, Operator Hub, Capability Models
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Contenedores

Container A Container B Container C

contenedor Python runtime, Java runtime, C++ runtime,

libraries, libraries, libraries,
dependencies dependencies dependencies

PROCESO

Docker

Host Operating System

OPERATING SYSTEM r—
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Desafios con contenedores a escala

o Orquestacion

o Seguridad

o Monitoreo y registro
o Escalabilidad

o Almacenamiento y Persistencia de Datos
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Ventajas de Kubernetes

Automatizacion de despliegues
Escalado en funcién a demanda
Portabilidad de aplicaciones
Auto-curacion

Buena opcion para microservicios
Comunidad activa

Amplia adopcion
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Terminologia Kubernetes

e Pods

- Contenedores
= Red y almacenamiento

e Deployments

> Implementacion de aplicaciones
- Estado deseado
- Replicas

e Services

- Acceso a Pods
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Ejemplo: Application de Voto

voting-app result-app

Cats vs Dogs!

CATS

CATS DOGS

100.0% 0.0%

KodeKloud: youtube.com/watch?v=XuSQU5Grvig
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Contenedores

voting-app result-app

e

worker
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SERVICES

© 2022 | Percona

A A

Service Service

POD

voting-app result-app

POD

worker

A PERCONA



e Service

POD POD POD POD POD POD

voting-app voting-app voting-app result-app result-app result-app

DEPLOYMENT DEPLOYMENT

DEPLOYMENT DEPLOYMENT

DEPLOYMENTS
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File: voting-app-deploy.yaml

: apps/vil
: Deployment

: voting-app-deploy

: voting-app-deploy
: demo-voting-app

3

: voting-app-pod
: demo-voting-app

: voting-app-pod

: voting-app-pod
: demo-voting-app

- : voting-app
: kodekloud/examplevotingapp_vote:vil
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Arquitectura de
Kubernetes

Worker node 1
Pod 2

.

Container 3
Control Plane _
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User Interface

Worker node 1
Pod 1 Pod 2 Pod 3

.

e

kubectl
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Kubernetes Operators



Escalado de aplicaciones sin
estado: facil
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kubectl scale staticweb 4
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¢Qué pasa con las aplicaciones que
almacenan datos?
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“Desplegar” una base de datos: facil
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Ejecutar una base de datos a lo
largo del tiempo es lo mas dificil
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Ciclo de, vida Je_ lon a\plicacién Kubernetes

Dia O Dia 1
) B /
) Gestion y
Planificacién Operaciones op‘timizacién
4 4 continua
DQSQPPOI lo escalamien‘to
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Operadores de Kubernetes:

Extender |la APl de Kubernetes
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Arquitectura de
Kubernetes

User Interface
Control Plane

—
|

ce e P API Server
i scheduler |

Controller-Manager
- T

kubectl
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Como se Extiende la API:;

e Definiciones de recursos persondlizados

e Controladores personalizados para aplicaciones

especificas
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Custom Resource Definitions

apiVersion: apiextensions.k8s.io/v1l
kind: CustomResourceDefinition
metadata:
# name must match the spec fields below, and be in the form: <plural>.<group>
name: crontabs.stable.example.com
spec:
# group name to use for REST API: /apis/<group>/<version>
group: stable.example.com
# list of versions supported by this CustomResourceDefinition
versions:

- name: v1
# Each version can be enabled/disabled by Served flag.
served: true
# One and only one version must be marked as the storage version.
storage: true
schema:
openAPIV3Schema:
type: object
properties:
spec:
type: object
properties:
cronSpec:
type: string
image:
type: string
replicas:
type: integer
# either Namespaced or Cluster
scope: Namespaced
names:
# plural name to be used in the URL: /apis/<
plural: crontabs
# singular name to be used as an
singular: crontab

kind: CronTab

p>/<version>/<plural>

s on the CLI and for display

melCased singular type. Your resource manifests use this.

I'#'Eﬁ6f%ﬂ§m@§'5t15ﬁ shorter string to match your resource on the CLI

CRD example shortNames:

=ct

A PERCONA


https://kubernetes.io/docs/tasks/extend-kubernetes/custom-resources/custom-resource-definitions/
https://kubernetes.io/docs/tasks/extend-kubernetes/custom-resources/custom-resource-definitions/

Custom Object

my-crontab.yaml

apiVersion: "stable.example.com/v1"

e, T T T T 1
| |

1 kind: CronTab !
metadata:
name: my-new—-cron-object
spec:
cronSpec: "x x x % /5"

image: my-awesome-cron-image

© 2022 | Percona
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kubectl apply —-f my-crontab.yaml

kubectl get crontab

NAME AGE
my—-new—-cron-object  6s
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Controladores personalizados (Custom Controller)

Observa cambios en recursos definidos en el CRD en el clUster de
Kubernetes, detecta cambios y reacciona padra nivelarlo.

Custom
Resource

DESIRED == CURRENT Optionally Modify

STATE STATE

v

Other K8s
objects

RECONCILE
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Kubernetes sin Operadores

apiVersion: apps/v1
kind: Deployment

apiVersion: apps/v1
kind: Deployment
replicas...

replicas...
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Kubernetes con Operadores

U apiVersion: apiextensions.k8s.io/vl a
: ¢d¢mmmmmmmemm
kind: MyApp .

replicas... I

I
r 310
9 CRD | Controller

LR Deployment

R R 2

Deployment

o Operator Lifecycle Manager ﬁ \' 9
.

Act Diff :
in Edith Puclla
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¢COmo creo los operadores?

T
I(-EF\’E:&E\?VORK Home About What Why BestPractices FAQ Documentation

OPERATOR
FRAMEWORK

The Operator Framework is an open source toolkit to manage Kubernetes native applications,
called Operators, in an effective, automated, and scalable way.

What is an Operator? How can | build one?

WHAT'S IN THE FRAMEWORK?

The Operator Framework is a set of developer tools and Kubernetes components, that aid in Operator development
and central management on a multi-tenant cluster.

MANAGE DISCOVER

Operator Framework
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https://operatorframework.io/

(&) , operatorhub.io

2 » O )

OperatorHub.io Q Search OperatorHub... Contribute v

Welcome to OperatorHub.io

OperatorHub.io is a new home for the Kubernetes community to share Operators. Find an

existing Operator or list your own today.

Al/Machine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Drivers and plugins
Integration & Delivery
Logging & Tracing
Modernization & Migration
Monitoring
Networking
OpenShift Optional
Security

Storage

Streaming & Messaging

(J Aerospike (1)

©2024 Percona
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Aerospike Kubernetes
Operator
provided by Aerospike

The Aerospike Kubernetes
Operator automates tf

anchore

Anchore Engine Operator
provided by Anchore Inc.

Anchore Engine - container
image scanning service for
policy-based security, |

o0
-
daiven

Aiven Operator
provided by aiven

Manage your https://aiven.io
resources with Kubernetes.

(o

Ansible Galaxy
provided by Galaxy

Community

Ansible Galaxy is Ansible's
official hub for sharing

A akka

Akka Cluster Operator
provided by Lightbend, Inc.

Run Akka Cluster applications
on Kubernetes.

Apache Spark Operator

provided by radanalytics.io

An operator for managing the
Apache Spark clusters and
intelligent application:

o

Altinity Operator for
ClickHouse
provided by Altinity

ClickHouse Operator manages
full lifecycle of ClickH¢

W@,

API Operator for
Kubernetes
provided by WSO2

API| Operator provides a fully
automated experience

AZ v

[ 1]
[ 1]
<

00
da8b
Alvearie Imaging Ingestion

Operator
provided by Alvearie

The Alvearie Imaging Ingestion
provides a collection o

APlIcast
provided by Red Hat

APlcast is an API gateway built
on top of NGINX. It is part of
the Red Hat 3scale AP
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Modelo de capacidad

Level | Level ll Level llI Level IV Level V
Basic Install Seamless Upgrades Full Lifecycle Deep Insights Auto Pilot
Automated application Patch and minor version App lifecycle, storage lifecycle Metrics, alerts, log processing Horizontal/vertical scaling, auto
provisioning and upgrades supported (backup, failure recovery) and workload analysis config tuning, abnormal
configuration detection, scheduling tuning
management
.. . . . . . Perspectivqs Piloto Automatico
Instalacion Actualizaciones sin Ciclo de vida Profundas
basica Inconvenientes Completo 35
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Los operadores de Percona simplifican la configuracion y el
mantenimiento de clisteres MySQL, PostgreSQL y MongoDB
robustos y de nivel empresarial en Kubernetes

Try Percona Operators:

- Percona Operator for MySQL

- Percona Operator for MongoDB
> Percona Operator for PostgreSQL

PERCONA

Kubernetes
Operators

©2024 Percona /\ PERCONA 36



https://github.com/percona/percona-server-mongodb-operator
https://github.com/percona/percona-server-mongodb-operator
https://github.com/percona/percona-postgresql-operator

(&, operatorhub.io 1 v B3 & 0O ‘:w

OperatorHub.io Q Search OperatorHub... Contribute v

& Percona Operator for MySQL based on Percona XtraDB Cluster

PERCONA

Percona Operator for MySQL based on Percona XtraDB Cluster manages the lifecycle of Percona XtraDB cluster instances.

Home > Percona Operator for MySQL based on Percona XtraDB Cluster

Percona Operator for MySQL based on Percona XtraDB Cluster

. H tabl
Percona is Cloud Native srane
Percona Operator for MySQL based on Percona XtraDB Cluster is an open-source drop in replacement for MySQL Enterprise with synchronous replication running on 1 12.0 (Current)
Kubernetes. It automates the deployment and management of the members in your Percona XtraDB Cluster environment. It can be used to instantiate a new Percona
XtraDB Cluster, or to scale an existing environment.

@ Basic Install
Consult the documentation on the Percona Operator for MySQL based on Percona XtraDB Cluster for complete details on capabilities and options. |
@ Seamless Upgrades
|

Supported Features @ Full Lifecycle
|
¢ Scale Your Cluster change the size parameter to add or remove members of the cluster. Three is the minimum recommended size for a functioning cluster. © Deep Insights
Auto Pilot

+ Manage Your Users add, remove, or change the privileges of database users

« Automate Your Backups configure cluster backups to run on a scheduled basis. Backups can be stored on a persistent volume or S3-compatible storage. Leverage B
ercona

Point-in-time recovery to reduce RPO/RTO.

e Proxvinteeration chooce HAProxv or ProxvSOl ac anroxv in front of the Percona XtraDR Cluster Proxiec are denloved and conficured automaticallv with the



Percona Everest open source, cloud-native database platform

- docs.percona.com/everest

PERCONA
Everest

JAY Frorost B
Everest Suerast

Resources
Configure the resources your new database will have access to.

» Basic information

Provide the basic information for your new database.

—_— el
E— Database type
° & MySQL MongoDB Number of nodes
1 node 3 nodes 5 nodes
Display name Resource size per node
Small Medium Large Custom
mongodb-dev —
CPU MEMORY DISK
x 1 node x 1 node x 1 node
1 CPU 2 GB 25 GB
=1CPU =2GB X =25GB
Database version Estimated available: 10.735 CPU Estimated available: 44.47260672 Estimated available
GB 1319413.9533312 GB

6.0.9-7

/A\ PERCONA
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Feedback:

- percona.community
- forums.percona.com
- github.com/percona

PERCONA

percona.com

Twitter: @Percona, @PerconaBytes
LinkedIn: Percona

vacantes
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https://www.percona.com/

Questions?

Edith Puclla
@edithpuclia

edithturn
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